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A review is presented of the nonequilibrium Green'’s function (NEGF) method “gDFTB” for evaluating elastic
and inelastic conduction through single molecules employing the density functional tight-binding (DFTB)
electronic structure method. This focuses on the possible advantages that DFTB implementations of NEGF
have over conventional methods based on density functional theory, including not only the ability to treat
large irregular metatmolecule junctions with high nonequilibrium thermal distributions but perhaps also the
ability to treat dispersive forces, bond breakage, and open-shell systems and to avoid large band lineup errors.
New results are presented indicating that DFTB provides a useful depiction of simptetigioldnteractions.
Symmetry is implemented in DFTB, and the advantages it brings in terms of large savings of computational
resources with significant increase in numerical stability are described. The power of DFTB is then harnessed
to allow the use of gDFTB as a real-time tool to discover the nature of the forces that control inelastic charge
transport through molecules and the role of molecular symmetry in determining both elastic and inelastic
transport. Future directions for the development of the method are discussed.

Introduction that are both intrinsically molecular in nature, requiring treatment
by quantum chemical technigues, and intrinsically macroscopic
librium Green's function (NEGF)-based method for use in in nature, requiring treatment of integrated solid-state electronics.
molecular electronics calculations is described. While most _Much of this paper presents a review of the development of

NEGF approachés® make use of density functional theory 9PFTB, including a brief introduction to the field of molecular
(DFT) to evaluate elements of the molecular electronic ©l€ctronics, limitations of standard DFT approaches, the DFTB

structured—1 our developments® and applicatiorid~14 intro- elect_ronic structure alternativ_e, and the gDFTB method. W_hile
duce a new NEGF implementation called “gDFTB” based on preV|ou§Iy we have emphasized the m‘_athemancal formalism,
the density functional tight-bindir&6(DFTB) model electronic the requirements of an accurate electronic structure mgthod, and
Hamiltonian. The initially attractive feature of gDFTB comes @PPlications interpreting experimental data, this review con-

from its combination of the most general formalism currently Centrates on the role of DFTB, its promises, problems, and
available for molecular electronics with an efficient computa- 2chievements. In particular, the enhanced computational ef-

tional scheme that can allow very large systems to be treated ficiency of DFTB compared to that of DFT is shown to lead to
To date, our aims have focused on demonstrating that thepotentla! or demonstrated gppllcatlon's in finding real|st'|c
technique works rather than on its application to new areas suchd®0Mmetries and structures for irregular high-temperature devices
as heat flow, device operating temperature prediction, and so@nd for ascertaining physical principles from inside the complex
forth, features that will be critical in any practical engineering NEGF theory that describes single-molecule conductivity in
application of molecular electronics but, at the moment, are SIMPIe terms. How gDFTB has been used to identify the role
beyond experimental scientific investigation. Indeed, gDFTB Played by molecular symmetry will be described. New results
is a technique designed for applications in nanotechnology, @€ also presented concerning the accuracy of DFTB in

applications that are pertinent to systems having componentsPredicting chemisorbed structures on gold, as well as results
providing symmetry assignments of observed inelastic scattering
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is highly computationally efficient and, hence, well suited to Finally the third termE®@(dn), is a self-consistent term which
large systems. Recently, an enhanced version of this methodincludes the correction to the energy induced by the charge
involving self-consistent charge description, the self-consistent- redistribution between atoms after bonding. To second order,
charge density functional tight-binding method (SCC-DFTB), this correction is formally

has emerged. This enhancement significantly improves the

transferability and generality of this approach through the proper @_1 1 (32EXc ) ,

treatment of intramolecular charge flow and polarizafidn, E :fo m"'m onon' drdr (4)
effects that are, in general, very important in molecular

electronics. All calculations reported herein involve this func- wherer andr’ are the locations of pairs of electrons &ad is
tionality. While many of the properties of the DFTB Hamilto-  the exchange correlation potential, but this term is then greatly
nian are specified a priori through the perturbation theory simplified by retaining only the monopole term in the radial
expansion, some adjustable parameters remain and, for each paigxpansion of the atom-centered density fluctuafions

of atoms in the system, must be determined explicitly. Well-

tested parameters are commonly available for the atoms H, C, Foor — R)

N, O, S, and Z¥ only, and we have developed parameters for on= AqiT %)
Au,312 enabling applications involving gold atoms and elec-

trodes. While DFTB was Origina"y deVeIOped for materials where g are the atomic Chargeﬁgi are the locations of the
applications, applications in biological areas are now much more y,cjej, andF., is the normalized radial dependence of the
extensively developetf.'*2* density fluctuation on atorn The normalized spherical charge

The two main approximations in standard DFTB are the use gensity at each atomic center is assumed to have a simple
of a minimal basis set of valence atomic orbitals in order to exponential decay of the fodh

reduce the matrix dimensions and, furthermore, calculation of
the integrals entering the matrices within the two-center @ 1

approximatiorts Therefore, the non-self-consistent part of the EY=—- Z AGAQY; (6)
pair integrals is calculated at a step previous to the actual 24

simulation and tabulated as a function of the interatomic distance
for each different pair of atomic species. The starting electronic
density is expanded as a sum of a reference demsfty), (that

where yi at R = 0 is the difference between the atomic
ionization potentials and electron affinities (often identified as

" ; ... the parameterU” in the Hubbard electronic structure model),
can be chosen as the superposition of neutral atomic densities), . ;
vhile y; reduces to the Coulomb repulsionR]/for atoms

and a deviationgn(r), such than(r) = no(r) + on(r). The total interacting at long distance
energy of the system can be described, up to second order in 9 9 )

the local density fluctuations, as Molecular Electronics

N=S n < a.lH >4 E (n)+E2Sn (1 Molecular electronics is a field inspired by the original
Bl Z = AdHolo e ©on (@) predictions of Aviram and Ratr&rin which single molecules

could carry and rectify current. Early developments of the field
The first term is the sum of the single-particle eigenstates with have been reviewet,as have recent developmeftsjany of

respect to a zero-order Hamiltonian which were inspired by provocative experiments featuring single
molecules conducting current between two nearby electrodes
Ho=T + V4(n) ) (leads)?**°The integrity of the molecules under the influence

of the immense applied electric field strengths on the order of
1V nm™1, carrying currents as much asu®, has often been
guestioned, resulting in attempts to measure truly molecularly
derived signals. Initially, this was achieved through measurement
of the quantum mechanical Kondo effect on the conducting
material3! but later efforts have concentrated on the measure-
ment of the molecular vibrational spectrum using revitalized
inelastic electron tunneling spectroscopy (IE?8¥ As IETS
provides more high-resolution information concerning molecular
conductivity than does any other available technique, it offers
many advantages for the testing and verification of computa-
tional approaches such as gDFTB. Very little high-resolution
information is experimentally available concerning the atomic
structure of moleculemetal junctions, however, and it is in
1 this area that computationally efficient approaches such as DFTB
Erep(n) =— ; Uaﬂ (nwnﬁ) 3) may prove to be very usgful. Itis generally asgumed that actyal
2 junction structures consist of random, fluctuating surfaces with
statistically oriented molecules and environments, a scenario
whereo and index the valence atomic orbitals atkls are that a method as efficient as DFTB could perhaps one day
the calculated differences between DFT-calculated interaction model. However, modelers usually assume interfaces with
energies and the electronic part of the energy of the DFTB simple structures such as that depicted in Figure 1. This figure
energy, as evaluated for a chosen set of molecules. Theseshows how a chemisorbed 1,4-benzenedithiol molecule may be
contributions for each atom pair are evaluated over a range ofattached to two parallel pure Au(111) surfaces. While there is
interatomic spacings and saved in spline form in a look-up table no reason to believe that high-symmetry structures form in
for speedy evaluation. molecular junctions, calculations based upon this assumption

whereT is the kinetic operator ande; an effective potential
which depends only on the zero-order density. Neglecting the
three-center integrals, the expansion of these terms in the local
basis can be calculated in advance for every atom pair and
tabulated for fast look-up during the calculation.

The second term in eq Eep, is a repulsive term which takes
into account the corecore repulsion and removes the double
counting of terms that appear in both the first contribution to
the total energy (derived froiido) and in the third contribution,
E@)(dn). In effect, Ep can be thought of as a short-range
repulsive contribution to the energy. It is evaluated as a sum of
atomic pairs contributior?8
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Figure 1. The type of crude depiction of two metal electrodes (leads)

spanned by a single molecule; in this case, two Au(111) surfaces are

spanned by a chemisorbed 1,4-benzenedithiokiBE) molecule.

have been very successful in describing results from molecular

electronics experiments. How can this be?

The Green’s Function DFTB Method gDFTB

Early models for the steady-state conductivity of single
molecules were based on the Landatiittiker Green’s
function scattering theory for coherent elastic electron tranghdft.

Reimers et al.

2| andZg depicting the interactions of the molecule with the L
and R electrodes

2 =36 ZR=JGrk (11)
WhereHM, G = (ESL - HL)fl, Ggr = (ESR — HR)fl, J, and

Jr are obtained by partitioning the total Hamiltonian from a
DFTB calculation on an large molecular complex containing
the molecule and a (in principle, large) number of atoms
representing the L and R electrodes

H J o
H=[J Hu J
0 J. Hg

12)

Note, however, that such DFTB calculations need to be
performed self-consistently, including the effects of the self-
energies explicitly, as these modify the effective molecular
electronic Hamiltonian. The electreiphonon (vibronic) cou-
pling constantsxy are also evaluated using DFTB to deduce
the normal modes and vibrational frequencies of the molecule
and, hence, the appropriate derivativesHpf. The equations
can be simplified furthét by neglecting the ejection matrices

These were presented in their most developed forms by Mujica at energyE rather than aE — wq, resulting in the approximation

and Ratne¥-38and by Datt#;3°formalisms that we have shown
to be equivalent® However, a more general formalism has also
been developed based on the Melvingreen equatictt that
can include all nonequilibrium effects, high nonequilibrium
temperatures, and electrephonon scattering, a formalism that
forms the basis of the gDFTB methéc. In the low-temperature

low-voltage limit, this generalized approach reduces to the
simpler one, with the exception that not only the coherent elastic

term lg emerges but, in addition, closely related inelastic
componentdy

|=|e|+Z|q
q

2 .., 2e "
FLR ngJFFZLR 9dE  (7)
with

g =TI\ GTgG"] = TrAT] (8)

and

g, = Tl G'o GTG G = Tr[Afa Aga]  (9)

In these equations,is the total current, the chemical potentials
of the two electrodes (named L and R) differ oy — ur = the
applied voltage/, E is the energy of the injected charge carrier,
“~" indicates evaluation using the energy- w, of the ejected
charge carrier after excitation of molecular normal vibrational
modeq at frequencywg, G' = (ESy — =L — Zr — Hw) Lis the
retarded Green’s function of the molecule obtained from the
one-particle molecular electronic Hamiltonian operdtbas
described belowG? is the corresponding advanced Green'’s
function G = (G")'. Also, the electrorphonon coupling
constants involving motion along the dimensionless normal
coordinateQq are given by

_dHy  8Sy

_ 1y ~19Sv
(lq—a—Qq B—QqSM Hw — HuSvu o5

3Q,

while Sy is the molecular atomic orbital overlap matrix, and
I'L andTI'r are the imaginary components of the self-energies

(10)

r,oAT o aGr
GoG ~ %, (13)
that leads to the qualitatively useful fottn
aG" . 9G?
~Tr — Iy 14
gq ’ La(gq RaQq] ( )

The Need to Treat Large Nanosized Systems

Central to the application of Green’s function approaches is
its handling of the open boundary conditions. The effects of
the semi-infinite contacts are treated using two non-Hermitian,
nonlocal, energy-dependent functionals called self-energies.
These are computed from the bulk properties of the contacts
and map the open infinite energy levels of the contacts onto a
smaller central region, a region that includes the bridging
molecule. The Hamiltonian of the central region becomes the
original single-particle Hamiltonian plus the self-energies, thus
gaining an imaginary non-Hermitian component. The inverse
of the imaginary part of the resulting eigenvalues represents
the lifetime of an electron in the central region before it is
transferred to one of the electrodes. After this mapping is done,
we do not need any more information about the contacts, and
all of the matrices involved in the calculation of the current
have the size of the central region only. However, finding the
best partitioning of the whole systems into regions depicting
the two contacts and the central region is an issue.

Many systems studied experimentally involve sulfur linkages
between molecules and gold surfaces, linkages that are stronger
than the bonds between the gold surface atoms. Hence, the
obvious choice of partitioning the system at the geddlfur
junctions may not be a good one. As a result, quantitative
calculations consider “extended molecules” that include not only
the organic component but also significant numbers of atoms
from the junction regions of the electrodes. As the size of the
explicitly treated quantum system grows, the Green'’s function
approaches become more accurate, giving the exact current in
the limit of infinitely sized extended molecules.
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3 — e ——————— dynamics calculations of arbitrary thermal structures, heat
'_ 24/ 129/ | dissipation in the molecule and junction region due to current
- 524 flow, and so forth. Indeed, initial studies have indicated that
°r 47 a0 | gDFTB can be successfully applied to study large systéms,
_F - inelastic scattering processBsand device heating.
ol .
- 31 Systematic Failures of Conventional DFT in Molecular
al 3 12/ | Electronics Applications
In principle, gDFTB could have advantages over the use of
[ i conventional DFT in molecular electronics applications, owing
o T %5 1 to the number of significant limitations known to be associated
v (V) with modern density functionals. These incléitigoor treatment
Figure 2. Convergence of the INDO-calculated currembltage of dispersive forces, covalent bond breakage, systems involving

curveds for 1,4-benzenedithiol chemisorbed between two Au(111) Partial electron removal, and conjugatedystems.
surfaces with respect to the total number of atoms in each electrode First, dispersive forces are very important for the determi-
(three Au atoms per electrode in the extended molecule); the inset Sho‘_’VSnation of the geometrical structure of interfaces, being the
convergence with respect to the number of atoms of each cluster in primary contributor to physisorptive processes including the
the extended molecule for 321 atom electrodes. strongzr-stacking interactions that can occur between gold and
It is hence important to determine how large the extended aromatic molecule®’ the interactions of nitrogen bases with
molecule must be in order to calculate converged currents. First,gold,** and contributions along with covalent bonding to thiol
we investigatetf the behavior of atomistic systems using 9old interactions? While these forces are treated empirically
classical electrostatics and using the semiempirical Hartree and sporadically by DF¥;they are also excluded from the basic
Fock-based intermediate neglect of differential overidp DFTB Hamiltonian. However, while the DFTB formalism
(INDO) quantum chemical technique. This study demonstrated (€q 1—14) has been extended to explicitly include these fotées,
that very large systems involving hundreds to thousands of allowing, for example, their inclusion into protein force fiefds,
atoms are required in order to establish the validity of Gauss’s parametrization of gold has not been completed. This aspect
Law of classical continuum electrostatics, imagiarge ap-  Provides a significant avenue for further development.
proaches to modeling the interaction of electrode interfaces with  Second, we note that, in general, covalent bond breakage is
charge-polarized molecules, and standard relationships involvingtreated poorly by modern DFT functionals, with their poor
capacitance. Such results would also be expected to apply todescription of long-range electron correlation leading to con-
the continuity of properties across the chosen junction surfacestamination of supposedly radical-like reaction products with

in Green’s function calculations. Next, we investigéfe@ireen’s ionic-like structure§*-58 This failure has immediate conse-
function calculations of coherent through-molecule transport quences for the determination of realistic strained electrode
using INDO, obtaining similar results. Calculatiéhdepicting molecule junction structures as dynamic bond breaking and

the convergence of calculated currembltage curves for forming processes are likely to be important. However, it has
chemisorbed 1,4-benzenedithiol between two gold electrodesmore profound effects owing to the way in which Green’s
are shown in Figure 2, where it is demonstrated that on the function-based methods perceive the current carrying pré¢ess.
order 300 atoms are required in each electrode, and of thesdn effect, they perceive conduction as occurring between the
300 atoms, on the order 30 must be included in the extendedtwo macroscopic contacts through tunneling. All that is impor-
molecule. tant is the tunneling probability, effectively obtained from the
Applications of standard DFT to molecular electronics have calculated energy gap between the electrode-localized tunneling
been hampered by the high level of computational resourcesorbitals. The process by which this energy gap arises is
required. Often only £3 metal atoms are included in calcula- irrelevant; it could be via direct through-space interactions of
tions. As single-molecule conductivity is, at its core, a molecular the electrodes or via superexchahtigough molecule-assisted
property, such calculations have been very useful in understand-pathways. Viewed in this way, through-molecule conduction is
ing basic principles, but they cannot be used in quantitative analogous to through-space conduction between two electrodes
calculations. Single-molecule conductivity is, in reality, a with broken interelectrode covalent bonds, allowing errors
nanoscale phenomenon; however, its details are controlled byassociated with covalent bond breakage to enter calculations in
the interface structure and the properties of the electrode a profound way. Formally correct solutions to the Ketf8ham
contacts. DFT-based computational methods that focus onequation of DFT can only be obtained under highly restricted
quantitative accuracy as a desired goal, such as TRANSI- conditions3® though computational codes will always return a
ESTAS7 use much larger samples to represent the electrodes,solution. Covalent bond breakage is an open-shell problem for
typically on the order 30 atoms each, coupled with analytical which valid solutions may be obtained using spin-unrestricted
boundary-matching techniques to accelerate convergence. Nevmeans if just one bond is involvéda situation not typical in
ertheless, explicit calculations using samples of the order molecular electronics applications. Inappropriate application of
required to converge the nanoscopic properties of the includedthe Kohn-Sham theorem leads to overestimation by possibly
gold atoms remain impractical. an excess of excited-state energies, energies interpreted by
This led to the initial vision for the development of gDFTB; Green’s function codes as depicting the strength of tunneling,
DFTB is as computationally efficient as is INDO, yet it should, leading to gross overestimation of the conductivity.
in principle, be much more accurate for key energy differences  An illustrative example of the principle is shown in Figure 3
while allowing for geometry optimization, device structure in which the four orbital energy levels near the Fermi energy
investigations, and calculations of phonon structure. It could for two Aus clusters held in parallel triangular faces a distance
facilitate the solution of problems not practical by DFT methods R apart are plotted as the two systems are pulled apart. This is
such as investigation of sample size convergence, molecularan open-shell problem involving two electrons in four orbitals,
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B e e e ML B e e e in low energies for charge-transfer states, a type of state that
PWIl can contribute to through-molecule conductivity, and an incor-
rectly positioned molecular highest-occupied molecular energy
(HOMO) level that is typically too high in energy by-3} eV.

In molecular electronics applications, this leads to huge errors
in the lineup of the orbital bands of the electrodes and the
molecule’®®® an effect that should, at first thought, render
unrealistic most through-molecule conductance calculations
performed using DFT. An example of this effect is provided in
Figure 4 where results for the phenylthiol molecule, its
deprotonated radical and anion forms, its chemisorbate on
Au(111), and the clean Au(111) surface are shown; in this case
the band lineup error is 3.4 eV. However, as the figure indicates,
charge injection into the molecule dramatically shifts the energy
levels and thus causes the bands to properly align; instead of
catastrophic failure of the method, only quantitative inadequacies
in the description of charge flow and polarization thus result.
In principle, DFTB could overcome this error as it does not
facilitate self-interaction errors.

Last, we consider limitations of standard DFT in treating
conjugatedsr systems. Many molecules used in molecular
electronics applications, especially the highly conductive ones,

9 such as 1,4-benzenedithiol, are of this type. Molecular conduc-
R/ R tion involves partial oxidation or reduction processes of the
Figure 3. The four orbitals near the Fermi energy for twosAtiangles molecule, processes whose energies are identified in single-
held with faces parallel at a distanBeapart, as calculated using the  particle implementations of Green'’s function kinetics theories
PW91 GGA, the B3LYP hybrid density functional, and INDO using with molecular orbital energy differences. While such an
spl_n-restrlcted open-she_ll techniques; only INDO correctly depicts two identification follows naturally from HartreeFock-based ap-
pairs of degenerate orbitals. L \ .

proaches through application of Koopmans’s theorem, in DFT,

the calculated orbital energy differences actually form an order-
zero approximation to the much smaller energies associated with
optical transition$? This disparity leads to an error of 5.6 eV
for the calculated band gap of phenylthiol, the molecule used
as an example in Figure® Unfortunately, DFTB is also subject
to errors of this typé® but improvements that maintain a

ized gradient approximations (GGA) density functional, show rgasonable level of computational efficiencg involving applica-
incorrect asymptotic properties with a residual, artifactual, band tion of the GW method a_re being developed. . )
gap appearing between degenerate orbital pairs. Very much For s_tandard DFT, the interplay betvv_een the s_,elf-l_nteract|on
worsé” results are obtained using the hybrid density functional correction (HOMO error) and the undesired physical interpreta-
B3LYP 51 however, with the eigenvalues asymptotically falling tion of the band gap is complex. Fort_unately, the two errors
into groups of 1 and 3 orbitals. cancel to some extent_for the band Ilne_up of the molc_ac_:ular
As a result, it is concluded that hybrid density functionals owest-energy unoccupied molecular orbital (LUMO), giving
such as B3LYP should not be used in molecular electronics &0 error of just 5.6- 3.4= 2.2 eV for the phenylthiol example
applications. Also, as the local density approximation (LDA) Used in Figure 4?v68However, as the self-interaction error also
in DFT provides realistic treatments of most metal electrodes res_ults in 5|g_n_|f|cant unglerestlmatlon of the actual excned-staf[e
but gives a very poor description of the molecular component; opthal transition energies, both _effects reinforce each other in
its usefulness in molecular electronics calculations is also very Making molecules appear metal-like. Polyacetylene, for example,
limited. Hence, of the types of density functionals in common S predicted by modern density functionals to have a ground
use, only GGAs may meaningfully be used, and as Figure 3 State of at Ieas'g triplet spin mult|pI|C|ty rather than.bemg a wide-
indicates, this use still requires caution. Only hybrid functionals, band-gap semiconductétwith associated errors in calculated
however, include the long-range exchange interactions that arePolarizabilities for the actual closed-shell ground sféteor-
often critical in electron-transfer problems. Hence, while the Phyrin and chlorophyll molecules, ubiquitous for their roles in
development of improved density functionals is a priority, there Naturally occurring systems involving through-molecule conduc-
is scope for methods such as DFTB that do not suffer from the tion, are also poorly describéé’*Many new functionals have
covalent bond breakage anomaly to be very useful in molecular b€en designed to overcome these problems, but for porphyrins
electronics research. and chlorophylls, we find that only one, CAM-B3LY®,
The third limitation of conventional DET is manifest for Provides realistic result®. While this functional is a hybrid
partial charge separation. In this scenario, the electron is functional embodying a component of long-range exchange, the
removed a long distance from its atom but not removed Means by which it is included may also reduce the magnitude
completely from the system. As modern density functionals Of its errors associated with covalent bond breakage.
employ independent exchange and correlation functionals, In conclusion, we see that standard DFT approaches using
contributions at large distance to the energy that should cancelcurrently available functionals embody a significant number of
do not52 with the result that the electron sees itself, the so- fundamental limitations when it comes to quantitative applica-
called self-interaction energy erré#.57 Practically, this results ~ tions in molecular electronics. The simplifications introduced

B3LYP
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a problem that may be solved easily using wave function-based
approaches such as INDO, yielding two degenerate pairs of
orbitals that smoothly become 4-fold degenerate asymptotically,
as shown in the figur&. However, no valid solution can be
obtained for the KoharSham equation in this case, and the
orbital eigenvalues obtain&dusing PW91° a popular general-
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Figure 4. Calculate® (using the PW91 GGA) and observed orbital energy levals orbital bands for phenylthiol RSH, the phenylthiol radical

RS, the phenylthiolate anion RSchemisorbed RS on bridge and fcc surface sites, and the clean unreconstructed Au(111) surface, highlighting
the band gap and HOMO band lineup errors of DFT.

; ; P _ TABLE 1: Calculated Relative EnergiesAE (kcal mol™1)
In _the deS|_g_n of DFTB not only lead to |t_s increased compu and Bond Lengths (A) between Gold (Au), Sulfur (S), Bridge
tational efficiency but also to the overcoming of some of these cgrpon (C), ortho-Carbon (C.), metaCarbon (C,), and
problems, with the potential to overcome others. para-Carbon (C;) Atoms for Thiophenyl Radicals CsHsS on
Au(111) Constrained Such That the CS Bond Is Normal to

Preliminary DFTB Results for the Prediction of Interface the Surface

Geometries structure method AE  Au—-S S-C C-C, Co—Cn Cu—GCp
While a major aim is to model high-temperature current- fec PWOL  [0] 248 179 140 140 1.40
L : . DFTB [O] 270 178 141 1.39 1.40
carrying irregular electrodemolecule interfaces, detailed as- ¢ PW91 08 252 178 140 140 140
sessment of the accuracy of DFTB is best obtained from DFTB 3.0 249 179 141 139 1.40
calculations on simple systems such as dilute alkanethiol bridge PW91 15 250 178 140 139 1.40
monolayers on gold (111). A desirable result would be for DFTB DFTB 6.4 254 179 1.40 139 140

PW91 116 257 174 141 1.39 1.40

. . . top
to correctly predict experimental observations, although, as DETB 255 291 177 141 139 1.40

DFTB is obtained as an approximation to DFT, if DFT and
experiment differ, then it is likely that DFTB mimics DFT more DFTB predictd2 that chemisorption of alkanethiols above the
than it mimics experiment. The binding geometry of alkylthiol  top sites of unreconstructed surfaces leads to a local-minimum
molecules chemisorbed (with terminal proton loss from sulfur configuration, unlike results from conventional DF[B4-86.88-90
during the adsorption process) on gold surfaces has receivedHowever, as this structure could be the experimentally observed
considerable attention in the literatufe?® without definitive one®.92we have exploited it in practical calculations of IETS
conclusions being reached. At issue is whether or not thiol measurement®.Unfortunately, no comprehensive study of the
monolayers reconstruct the surface, as well as the detailedsurface topology for thiol chemisorbates on gold has been
propensities for binding at different surface sites. performed. Some preliminary results for the chemisorption of
The most detailed information available experimentally phenylthiol on gold (111) are given in Table 1, however, where
indicates that sulfur atoms sit vertically above gold atoms on they are compared with results obtaiffedsing the PW9%
the surfacél-92with evidence suggesting that no reconstruction density functional. Note that all structures described in the table
is involved. In addition, however, self-assembled monolayers have their CS vectors orientated vertically above the surface,
have recently been observed that involve horizontal binding to configurations that are typically higher in energy than bent
gold adatoms sitting above the usual surf&deFT calculations structures but ones that may be more relevant to molecular
performed on flat Au(111) surfac&%84-86.:85-90 however, electronics applications. These structures involve the sulfur atom
indicate that binding to bridge sites, fcc hollow sites, and sites binding above fcc hollow, hcp hollow, bridge, and top sites on
in between these two classic locations should be very muchthe (111) surface. Both PW91 and DFTB predict that the site
stronger than that atop of gold atoms. Also, DFT calculations interaction energies increase in the order fcthicp < bridge
first led to the prediction that thiols bind to adatoms; however, < top, but the calculated energy differences vary considerably.
the binding geometry is calculated to be vertically aliglied In particular, the top site is a local-minimum structure for DFTB
opposed to the observed horizontal alignnmf&ntence, while at a relative energy of 11.6 kcal madlcompared to the fcc
DFT calculations and experiment lead to the notion that many site, but for PW91, it is a saddle point removed by 25.5 kcal
styles of binding are feasible, they differ significantly in mol~1. The bond lengths calculated by both methods are also
quantitative details that are highly relevant to the operation of shown in Table 1. Very good agreement is found between the
molecular electronic devices. PW091- and DFTB-calculated-&C and C-S bond lengths, but
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there is considerable variation for the A8 ones. These results  order-16 decrease in the computer time required for matrix
indicate that DFTB shows promise as a tool for evaluating diagonalization, the most expensive aspect of DFTB calcula-
complex interfaces, but much more calibration and evaluation tions.

is required. Hessian matrices for use in determining the normal modes

of vibration and their frequencies were obtained using an
Experimental Demonstrations of the Role of Molecular analogous procedure, forming the usual symmetry-adapted
Symmetry in Molecular Conduction Hessian matrix and then transforming it into symmetry-adapted

Cartesian coordinates. The original Hessian matrix was obtained
by numerical differentiation in terms of Cartesian coordinates
of analytically derived atomic force vectors, however, an
approach that did not make use of molecular symmetry.
Alternative use of symmetry-adapted Cartesian coordinates
during these numerical differentiation steps would yield another
order-16-fold decrease in the time required to calculate the
vibrational frequencies for a molecule dz, symmetry.
Combined with the already established savings in evaluating
the required forces, this would deliver a net order-64-fold
decrease in the required computer time.

The implementation of symmetry in DFTB not only provides
key information and reduces the computational time, it also

Owing to the lack of detailed information contained in
current-voltage characteristics depicting coherent charge trans-
port through molecules, the strong interactions between elec-
trodes and thiol-bound molecules, and perceived irregularities
in junction structures, there has traditionally not been much
concern shown for the role of molecular symmetry in determin-
ing conduction. Molecular symmetry, is, however, a key factor
determining molecular spectroscopic properties and intramo-
lecular electron-transport properti¥sand hence, a significant
role in steady-state conductivity can be anticipated.

The first experimental results providing specific symmetry
information were obtained using IETS to measure molecular

vibrational frequencies through detection of inelastic charge- significantly increases numerical stability. The additional com-

transport processes in molecular electrofteS.nitially, there puter time required by non-symmetry-adapted approaches can

appeared to be no selection rules operative, with modes of al - - -
. . be considered as providing the calculation of the much larger
symmetry classes being observed to scatter transporting charges

4 . ; . riumber of matrix elements that connect basis vectors in different
High amplitudes for scattering by certain classes of modes were

observed, however, and propensity réi¢s became required symmetry blocks, mgtrix. e'em‘?*?ts yvhosg value. shoulql be
in order t(,) qualitati\;ely interpret observed results. While such precisely zero. Numerical imprecision in the integration routines

rules must clearly originate from molecular processes, their used inside DFTB to c_:alculate matrix elements causes the
nature and the effect of the environment on lowering the in calculated numbers to differ from zero, however, leading to the
vitro symmetry of the conducting molecule remained to be development by Morok_un%of aIFernatlve means of evaluqtmg
determined the DFTB core operations. While any particular evaluation of
' these errors leads to small and presumably negligible quantities,
. . their continued feedback into the self-consistent charge loop
Implementing Symmetry in DFTB via their manifestation through a deduced molecular charge
Enhanced Computational Stability and Efficiency. The distribution that does not conform to that required by the point
standard DFTB program package does not detect or utilize 9r0UP Symmetry can lead to thellr exponenpal .am.pllflcatlon if
molecular symmetry in its function. While exploitation of the Lyapunov exponeﬁ%for their propagation indicates that
symmetry was essential in the early years of quantum chemistry,the SCC-DFTB equations are unstable. We find this to be a
owing to the significant cost savings that occur for the study of common occurrence for the problems of current interest. In
symmetric molecules, modern programs such as DFTB that areMany applications, this type of instability may be viewed as a
designed for use in asymmetric biological applications have not helpful feature, as it will allow a low-energy structure to be
found their inclusion warranted. To allow gDFTB to be used found atthe expense of high-energy transition states. However,
to discover the role of molecular symmetry in single-molecule for the understanding of molecular symmetry, its role, and
conduction, extensive implementation of molecular symmetry function, such instabilities prevent the desired information from
within DFTB is required, however. Analysis of symmetry Deing obtained. This makes the proper implementation of
information remains generally important in chemical applications Molecular symmetry within DFTB essential for the practical

of DFTB. calculation of meaningful quantities.
Abelian point group symmetry was implemented into DFTB ~_Finally, we note that the vibronic couplings, required in
using procedures develogédor multireference configuration gDFTB are evaluated numerically using eq 10 by displacing

interaction treatments of excited states using INDO. The the molecular coordinates in the full symmetry-adapted normal
Symmetry point group Operators of the System were determined_modes of Vibration, thus taklng full adVantage of molecular
A symmetry transformation matrix was then constructed, Symmetry during this expensive operation.

allowing the atomic orbital basis functions to be combined into  The Molecular Conductance Point Group. Molecular
symmetry-adapted linear combinations. The DFTB Hamiltonian conduction is a nonequilibrium process, and hence, it is not
and overlap operators were then generated as usual but werémmediately clear how molecular point group symmetry, an
transformed into the symmetry-adapted atomic orbital basis equilibrium molecular property, could influence it. The non-
before diagonalization. Each symmetry block was then trans- equilibrium nature of the process is fully captured within the
formed independently, and the resultant eigenvalues and eigengDFTB approach, and examination of eqs 8 and 9 reveals the
vectors were labeled by their symmetry before being back- elements of symmetry that are lost or retained. For simplicity,
transformed and sorted so as to mimic the results obtained bywe assume that the molecule bridges the two electrodes
the usual symmetry-ignoring diagonalization routines. The self- symmetrically, as depicted in Figure 1, so that the self-energies
consistent charge loop of the SCC-DFTB was then executed as¥; and=g and their imaginary componerifs andl'r are related
normal, stopping when converged wave functions were obtained.by end-to-end symmetry operators of the zero-voltage equilib-
For molecules such as deprotonated 1,4-benzenedithiol thatrium system. As a result, the Green’s functi@isandG? display
belong to theD2, point group, this procedure resulted in an the full system symmetry, as must. However, from egs 11
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fruitfully be used to interpret detailed molecular characteristics
of single-molecule conduction. Totally symmetrig)(@odes
dominate the conduction, as expecté&éf but other modes are
also active. Previous enhanced assignments in terms of mode
types have previously been detailed. Further, measurements of
the IETS of related alkanedithiols have also been meastred,
providing starkly different intensity patterns, a feature qualita-
tively interpretable by our IETS calculatiofas they indicate

that the proximity of organic atoms to atoms from the contacts
significantly modifies calculated intensities. These results
highlight the need for the determination of more realistic,
thermally averaged geometries for use in quantitative IETS
simulations.

The Nature of Through-Molecule Coherent and Incoher-
ent Steady-State Electron Transport.In this application, we
harness the power of DFTB not to provide quantitatively
accurate results on large systems but rather as a tool that returns
results of calculations in real time to facilitate identification of

Figure 5. The D2, symmetry operators that define the geometric point- " : )
group-chemisorbed 1,4-benzenedithiol {8£5) are separated into those ;he {O les of altl_ of ﬂ\]/s qhuantltles that apgela r 'rl the Grete_n§
(red) depicting end-to-end symmetry that are eliminated by the current unctions equations. Vve hence choose model systems containing

flow and those (green) that are preserved, defining the molecular ONly 2—3 gold atoms representing each electrode and search
conductance point group,,; Reproduced from ref 13 with permission ~ for ways of rewriting eqs 8 and 9 so that they take on simple
of The American Institute of Physics forms that provide physical insight into the processes controlling
elastic and inelastic charge transport through molecules. A large
number of approaches have been used, of which, four have been
and 12, it is clear thak, and T, display only the common  described!!4each being useful in exposing one of the myriad

symmetry elements of the L electrode (as embodied w0 of aspects that control through-molecule conduction. We shall
and the L electrodemolecule junction (as embodied withip), consider two of these approaches only.

and this is similar for the R electrode. These common operators
define the conductance point group of the system, a rigorous-l-r

quelmtltyl/ that ddeicr;ges the symmetry properties of single- few of the orbitals (on the sulfur atoms) of the molecule overlap
molecule conductiofs ) o o o with the metals. We showed that under the assumption of a
_ While the conductance point group is rigorous in its definition, - gingle-orbital contact, thE matrices have unit rarié.Rewriting

it could be thought to be irrelevant in its application 10 ¢45'8 and 9 in the bases of the eigenvectors of these matrices
experimental problems as any asymmetry in the two junctions, ;s provides dramatic simplification to the gDFTB equations.
including the electrode shapes, binding sites, and so forth, would g 1 4-penzenedithiol chemisorbed between two gold elec-
reduce the conductance point group to the null graiip trodes, only 15 eigenvalues Bf andI'r are nonzero; note that
eliminating any role for symmetry. However, solution of the g6 1o sets of eigenvalues are identical as the two junctions
gDFTB equations indicates quantitatively accurate calculations ;.o 4ssumed to be symmetrically related. Of these, only 4 are
can be performed, working in the framework of a (commonly) - 5cq4ly significant; the most dominant two are ofgymmetry,
approximate point group, the molecular conductance point ,,\iding conduction through a channel efsymmetry, and
group, defined in terms of only the properties of the bridging B, symmetry, providing conduction through a channelzof

g it ; . ;
rr:colhecglel.l TZ'S Eo'n,t gr%u% IS olbta|r|1ed from the point group oy mmetry. The energy dependence of these junction channel
of the isolated chemisorbed molecule, removing any Operatorseigenvalues is given in Figure 7 and is quite weak, with the A

th_at depict end-to-end Sy_m’.“e”y- A_n example |s_shown N channel being 10 times more conducive to carrying current than
Figure 5 for 1,4-benzenedithiol after its chemisorptive proton its B, counterpart

loss; the molecular symmetry iy, but loss of end-to-end The elasti tf 8 is obtained f th unct
symmetry produces a molecular conductance point gro,of € elastic current from eq © 1S 0, aned from these junction
channel, with the molecular Green’s function matrix elements

symmetry’3 Note that lowercase symmetry descriptors are used fina © le toaether the | - d outgoi It

to depict molecular symmetry, while uppercase descriptors are,fLC ng c;_coup()je Qget et[] € mgon:_m_gt; a?h outr?mtng waves.

used to depict the molecular conductance point group symmetry. € junctions dominate the conductivity, then the transmission
function g(E) will be dominated by the A channels at all

energies. Also shown in Figure 7, however, are the two most
influential eigenvalues ofj, the largest ones of Aand B

The Assignment of Observed IETSThe gDFTB formalism symmetry. At energies near the Fermi energy# @8 eV) in the
has been show#to provide a qualitatively realistic description  region that dominates low-voltage conductivity, elastic scattering
of the observe# IETS of octanedithiol chemisorbed between through the B channel is found to dominate, however, indicating
conducting contacts. Since then, the gDFTB code has beenthat the properties of the molecule, as manifested through its
symmetry enabled, allowing characterization through symmetry Green'’s function matrix elements, have over-ridden the junc-
assignment of the observed data. The low-resolution calcdfated tions’ preference for Atransmission. This occurs, of course,
and observed IETS are shown in Figure 6, along with because the molecule is a much betteconductor than ar
symmetry assignments of the calculated high-resolution IETS conductor; at energies away from the Fermi energy amidst the
made using the recent symmetry-enabled gDFTB prodgfam. o ando* orbital bands, the system does indeed prefer to conduct
While the agreement found between observed and calculatedthrough its A channel, but this is not a relevant process at
intensities is only qualitative, it indicates that gDFTB may attainable energies.

The first approach was inspired by the physical insight of
oisi and Ratné? that the matriced” are sparse, as only a

Qualitative Results
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°3 s 5 " 3 2 inelastically scatter conducting charges is described. The eigen-
E/ev vectors depicting charge carriers incoming and outgoing through
Figure 7. Energy dependence of the dominant eigenvalues of A the dominant Aand B channels are described. Only vibrational
(0, dashed) and B(z, solid) symmetry of’ (E) = I'r(E) andA, (E) = modes of gsymmetry may scatter carriers entering the dominant
AR(E 1 @) as well as those for the elastic transmissit). B, entry channel into the dominant Bxit channel! and hence,
o _these modes are the most intense ones in IETS. The form of
The second approach was inspired by the need to build e most intense calculated IETS vibration is also shown in the
molecular prope_rt|es mtq Fhe descrlptu_)n at a_fundament_al level. figure, its effect being to operate on the CS stretching modes
e 1P, 2 hece ar common o bt he incaingand uigog el
. eigenvectors. Incoming charge carriers through the dominant

Serendipitously, this approach also incorporates the TFroisi
Rater simplification as the rank of tematrices cannot exceed ,Bl entry channel may b,e scattered by b(,)bb and by mode;
into the secondary Aexit channel (and vice versa), allowing

those of thd” matrices a#\ = GT'G2 The energy dependence i
of the dominant eigenvalues #f are also shown in Figure 7. for out-of-plane modes to scatter transporting charges. As the

These eigenvalues peak near molecular orbital energy levels figure shows, intense modes must modify the regions of the

and, hence demonstrate the dominant nature of jfehBnnels molecule that are in common with the entry and exit channels;
for processes occurring near the Fermi energy. in this case, the CS bonds are again prominent in the process.

This property is exploited in Figure 8 where the general Strong interference between charges scattered in different
principle controlling the propensities for the molecule to regions of the molecule occurs, howevér.
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Conclusions

The gDFTB method has been established and shown to

provide a realistic qualitative description of elastic and inelastic
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structures and becomes formally exact in the limit of the
treatment of infinite-sized samples. While the application of
DFTB in this approach was initially motivated by the need for
sufficient speed so that large systems could be treated at hig

temperature, DFTB has been shown to be effective in providing

a simulation tool to help in the development of analytical models
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conduction. Successes of the method, to date, include the ability
to interpret and assign experimental IETS results and the p,

identification of the role of molecular symmetry in determining
conduction.

An important area that remains relatively unexplored is the
ability of DFTB to predict realistic geometrical structures for

metak-molecule interfaces, both at low temperature and at high
temperature. Owing to the importance of dispersive forces in

determining many metalmolecule interactions, the extension
of the present DFTB model for gold to include dispersive
interactions is a high priority. Detailed maps of gelthiol
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potential energy surfaces are also required. All aspects of DFTB g ance1997 278 252

are relevant to its ability to quantitatively predict the properties
of through-molecule conduction, and the accuracy to which

DFTB can predict molecular band gaps and band alignments

must also be established.
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Symmetry has been implemented into the DFTB code. This 4, 643.

allows not only symmetry properties to be deduced but also

the exploitation of them to enhance computational efficiency

and decrease numerical instability. In particular, the increase

in numerical stability is an important feature that will facilitate
practical chemical applications of DFTB in areas requiring
accurate numerical differentiation of molecular properties,

including potential energy surface production. These features

will facilitate the widespread deployment of DFTB as a tool
for chemical research.
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